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UNIT 7: HYPOTHESIS TESTS AND P-VALUES

AIMS
To convey the ideas underlying the testing of hypotheses and how these ideas

relate to confidence interval estimation; provide some understanding of which
hypotheses test is appropriate; and to show how results of test are interpreted.

OBJECTIVES

At the end of Unit 7 you should be able to:

Explain the role of hypothesis testing in the context of statistical inference.
¢ Explain what is meant by the null and alternate hypotheses.
o Explain what a level of significance is.

e Explain with a numeric example what a p-value is and how it is used in
hypothesis testing.

o Distinguish between Type I and Type II errors.

o Demonstrate an understanding of the differences and similarities between
hypothesis testing and confidence interval estimation.

e Describe some of the more common hypothesis tests and the conditions and
assumptions which govern their use.

Reading: Bland: pp.133-9.
or Bowers-2: pp.66-76.

You don't need to follow the details of the examples, just try fo understand the
main line of reasoning.


written by David Bowers, Leeds University "Working with Data - an introduction to medical statistics"
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Introduction

At the beginning of Unit 6 \}ve discussed briefly the difference between
estimation and hypothesis testing as two alternative approaches to statistical
inference. For reasons whiJ;h we will consider later in this unit, estimation,
rather than hypothesis testing, is the preferred approach. However, there are
three principal reasons why} we need to spend some time discussing hypothesis
tests. First, for some applikaﬁons hypothesis testing offers a simpler, more
convenient, approach. Seco%d, published journal papers often include the results
of hypothesis tests, so some familiarity with the most common tests is needed.
Finally, some computer prodrams include hypothesis tests but not the confidence
interval equivalent.

The null hypothesis

Researchers generally sTan;‘ with a research guestion. For example, "Is the bone
mineral density of depressed and non-depressed women different?”; "Does pre-
operative anaesthesia redudj;e post amputation pain?”, and so on. These
questions are often framed§ in the form of a Aypothesis (which might not be
stated explicitly) which the researchers are curious to test and thus answer
their research question. In both of the above examples the authors studies
used the confidence interval approach to resolving their research question.

However, the equivalent hy Jothesis test approach would have been to express
the research question in what is called its null form (which usually the
researchers wish to “disprove"). For example:

null hypothesis: fhﬂere is no difference in bone density between
depressed and non-depressed women

or, |
null hypothesis: pre-operative anaesthesia has no
effect on post-amputation pain levels

The null hypothesis is alwayjs framed in this negative way - no change, no effect,
no difference, etc. The alfjerna're hypothesis is invariably that there /sa
difference/effect/change.

With this approach we need some way of deciding for or against the null
hypothesis. All we have available to help us decide one way or the other is the
sample data. So the question becomes, "Does the evidence from the sample data
suggest that we should r'ejécr the null hypothesis (because it appears not to be
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true) or not reject it (because it appears to be frue)?” We decide between
these alternatives by using what is called the p-value. We'll see how ina
moment.

Q. 7.1 A researcher believes that ginkgo biloba might be effective in
improving cognitive functioning in elderly subjects. Express this belief in the [ A (i< J
form of: (a) a research question; (b) null and alternate hypotheses. b 5 G
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Hypothesis tests and confidence intervals start with exactly the same
information - data obtained from a sample. However, whereas the estimation
approach uses the sample data to construct a confidence interval, in hypotheses
testing the data is used to calculate what is known as a p-value. It is the value
of this statistic which we use to decide whether to reject the null hypothesis or
not.

The p-value is a probability - the probability of getting the
sample outcome actually observed (or one more extreme) if the
null hypothesis is true.

To illustrate the idea, suppose you are a doctor in a sexual health clinic. The
question is raised as to whether or not the same proportion of males and
females use the clinic. Your impression from working there for the last year is
that the proportions are the same. You decide to investigate more thoroughly.
The research question is, "Do equal proportions of males and females use the
clinic?” The null hypothesis becomes, “The proportions of males and females are
the same.”

You take as a sample the records of the last 1000 patients. Now if the null

hypothesis is true you expect to find about 500 males (and about 500 females)
in the sample. We have to say "about” because we know that we are extremely
unlikely to get exactly 500 males and 500 females, even if the true proportions

are the same - as we have already seen, a sample is never an exact replica of its
~population.

Let's look at a few possible outcomes. If you got 490 males and 510 females you
would be inclined 7ot to reject the null hypothesis of equal proportions. Why?
Because the probability of such an outcome, or one more extreme™ - i.e. the p-

) By more extreme we mean outcomes even further away than 490 from the null hypothesis value of
500 males, i.e. not only 490 but also 489, or 488, or 486, .... or 3, or 2, or 1, or 0 males.
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value - is quite high if the nﬁl hypothesis is true. In other words, this is not a
particularly unusual result. Suppose you got 10 males and 990 females. Clearly
with this outcome we would ‘happily reject the null hypothesis, Why? Because
the probability of this outcome (the p-value) is very small i the null hypothesis
is true. ‘

Suppose you got 450 women and 550 men - about 50 fewer females than you
might have expected (and 50 more males). The decision as to whether to reject
or not reject the null hypof$esis is now more difficult. Itsquite possible, even
with egual proportions in the population, to get outcome proportions such as
these (bearing in mind the v%agar'ies of sampling). How do we decide in cases like
this? In the first case above, an outcome of 490 males has a high probability,
i.e. a high p-value. Inthe sécond case, an outcome of 10 males has a very low
probability, low p-value. Clearly there is a critical "line in the sand” - a p-value
beyond which not to reject Jghe null hypothesis would stretch credulity beyond
what is reasonable. This critical value for the p-value has been determined by
convention to be 0.05 (0.01 is also sometimes used) and is called the significance
level of the hypothesis 'res‘r!(denofed a).

In other words, if the p—vahJi:e (the probability of any particular outcome) is less
than 0.05 we will reject the null hypothesis, because such an outcome is so
unlikely that the null hypothesis is almost certain not to be true.

Another way of thinking of the p-value is as a measure of the strength of the
evidence against the null thhesis. If the evidence against is strong enough,
the null hypothesis can be rgéjec‘red in favour of the alternate hypothesis (that
depression does reduce bone mineral density, or that pre-operative anaesthesia
does reduce stump pain). A legal metaphor might be helpful here. When a
person appears in court accused of a crime, there is a presumption of innocence
(the null hypothesis is that ]Lhe accused is innocent). The prosecution presents
evidence (the sample data) to the jury. The jury assesses the evidence
(calculates a p-value) and decides whether it is strong enough to reject the
assumption of innocence (a Ibw p-value - reject), or not (a high p-value - do not
reject)). ‘

In other words, the decision as to whether to reject or not reject the null
hypothesis amounts to a co%parison between the p-value associated with a
particular outcome and the significance level, usually 0.05 (sometimes 0.01). The
decision rule is: |
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If the p-value is less than 0.05, then the evidence is sufficiently
strong against the null hypothesis for it to be rejected. If the
p-value is not less than 0.05, the null hypothesis cannot be
rejected.

In practice of course we do not have to calculate p-values by hand: most
computer statistics programs will provide a p-value with every test they are
asked to perform.

The hypothesis test procedure can be summed up as follows (where o is the level
of significance - usually 0.05, sometimes 0.01):

o Decide on the research question.

e Transform the research question into an appropriate null
hypothesis.

o Decide on the o to be used in the test.
e Calculate a p-value for whatever outcome obtained.
o Compare this p-value with «.

o If the p-value is less than a - reject the null hypothesis;
otherwise do not reject it.

Q. 7.2 Suppose the researcher with the ginkgo biloba question conducts a
randomised control trial and finds after three months that in the treatment
group (those receiving ginkgo biloba) the median improvement in a cognitive
function score (with a range of 0- 50) is 5 points compared to a zero increase in
the placebo group. If significance levels are, (a) 0.05 and (b) 0.01, what
decisions will be made about the null hypothesis if the p-value for this sort of
improvement is: (i) 0.03; (ii) 0.50; or (iii) 0.009?

Types of error

Its important to note that when we make the decision to reject or not reject
the null hypothesis on the basis of a p-value and a significance level of 0.05,
there is a probability of 0.95 (i.e. 1 - 0.05) that our decision is correct, but we
can never be absolutely certain of this because of the vagaries of samples. Two
obvious possibilities for errors exist:
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e Either we reject the null} hypothesis when it is correct, i.e. it should 70t have

been rejected - known tj statisticians as a Type I error, and to clinicians as
a false positive. We conclude there is an effect but there isn't.

e Or we do not reject the *‘ull hypothesis when it is incorrect, i.e. we should
have rejected it-known to statisticians as a Type II error, and to clinicians
as a false negative. We conclude there isn't an effect but there is.

Q. 7.3 Suppose in Q. 7.2(aj(i) that the researcher misreads the computer
print-out p-value as 0.30 ins#ead of 0.03, and accordingly does not reject the
null hypothesis of no effect. What sort of error is committed?

Hypothesis tests and confiaence intervals compared

Confidence intervals and hypothesis tests perform a similar function. For
example, in the bone minerall density study (bmd) referred to above and
considered in UNIT 6, the qbesfion the authors wished to answer was, "Is the
bmd the same in depressed and non-depressed women?" This question can be
answered in two ways, either by calculating a confidence interval for the
difference in mean bmds an& seeing if it contains O (if so, the means are the
same; if not, the means are J;Iifferem‘).

Or we could test the null hyﬁofhesis of no difference in mean bmds, using the p-
value as described above, i.elr seeing if its less than 0.05 (if not, there's no
difference in means; if it is, there is a difference). The results from these two
alternative approaches will t{e the same:

When testing the difference between two population measures (i.e.
two means, medians, etc) if the confidence interval for the
difference includes O, then the p-value will equal 0.05 or more; if
the confidence infer'va‘l doesn't include O, then the p-value will be
less than 0.05.

Confidence intervals are preferred to p-values for two reasons primarily. First,
because the former provide a range of plausible values for the difference in two
population parameters, whereas the hypothesis test only indicates whether the
two parameters are equal ornot, without any information on the magnitude of
any difference. Second, the confidence interval is in clinically meaningful units.
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In the study on bone mineral density (bmd), which we first encountered in Unit 6
(see Figure 6.3), the authors used both approaches. Figure 7.1 shows 95%
confidence intervals for differences in mean bone mineral density (bmd) at six
sites, along with the corresponding p-values.

The authors' unstated null hypothesis is that there is no difference in true
(population) mean bmd between the two groups of women. From the table we can
see that out of the six sites it is only at the radius, where the confidence
interval (-0.01 to 0.04) includes 0, that the true difference in mean bmd is not
statistically significant.

The mean lumbar bmd
of depressed women is
1.00g/cm?, ....

.. and the
difference in mean
lumbar bmd is
0.08g/cm?, ...

.. the mean lumbar
bmd of normal
women is 1.07g/cm?,

/

TAtE 3. BONE MINERAL DENSITY IN 24 DEPRESSED AND 24 NOMOMEN.'

.. moreover the p-
value /s less than 0,05
, so this difference in
lumbar mean bmd of

DePRESSED FERENCE P
Bone Measurept WoMmEN OMEN 95% Cl) VaLue

Lumbar spine (anteroposterior)

2
Density (g/cm?) 1.0020.15 1.07£0.09  0.08 (0.02 t0 0.14) 0.08g/cm” between
SD from expected peak -0425128  026:0.82 0.68 (0.13 10 123)

Lumbar spine (latcral) the two groups of
Density (g/cm?) 0742009 0792007 005 (0.00100.09)  0.03 i isti
SD from expected peak ~ ~0.88:1.07  -0.36£0.80  0:50 (0.04 ro 1.03) women /s statist cally

Femoral neck significant.

Density (g/cm?) 0.76+011 0882011 0.1 (0.06 100.17) <0.001
SD from expected peak ~1.30%1.07 . -0222099 108 (055 to 1.61)
Ward’s triangle . .
Density (g/cm?) 0702014 0812013 0.11(006100.17) <0.00
SD from expected peak -0932124 018122 111 {0.60 10 1.62) ) .

Trochanter This p-value is
Density (g/cm?) 066011 0742008  0.08 (0.04 10 0.13) <0.001
SD from expected peak -070%122 0262091 097 (0.46 o 1.47) greater that 0.05 so

Radius :

Density (g/cm?) 0682004 070004 001 (-0.01 10 0.04) 0.2 the difference of
SD from expected peak ~0.192067 0032067 021 (~021 to 0.64) 0.01g/cm? in mean

radial bmd is not
significant.

*Plus-minus values are means +SD. CI denotes confidence interval.

$Values for “SD from expected peak™ are the numbers of standard deviations from the expected
peak density derived from 2 population-based study of normil white women 3

$This mcasurement was made in 23 depressed women and 23 normal women.

Figure 7.1 Comparison of bone mineral density (bmd) in depressed and
normal women

Notice the p-value given for the radius is 0.25, which is greater than the
significance level of 0.05, and therefore indicates no strong evidence against
the null hypothesis of zero difference. So the confidence interval and the
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hypothesis test support the same conclusion of no statistically significant
difference. For the other ﬂive sites the confidence intervals don't contain zero
and the p-values are all less/than 0.05, both results indicating significant
differences in mean bmd.

We can see why if possible it is preferable to use a confidence interval, if we
look at the lumbar spine resLlT in Figure 7.1. The p-value is 0.02 so we know that
the is a statistically significant difference in bmd between the two groups and
we can reject the null hypothesis of no difference. But that's all it tells us.
However, the confidence interval of (0.02 to 0.14) g/cm?, tells us not only that
the difference is significc;rrqL (because the confidence interval does not include
0), but in addition it provide;ts us with the range of values (in clinically meaningful

units - g/cm? in this example) within which we can reasonably assume the true
g ple Y

difference will lie. \
| [< 1 ﬁ)’ lv\w ;
i/

Figure 7.2 is from randomised controlled trial comparing ambulatory versus
conventional blood pressure measurement in the management of hypertensive
patients. The authors used two tests to compare the characteristics of the two
groups, Th%ﬁww hese two tests are perhaps
the most widely used in the literature. We will discuss their appropriate use at

the end of this unit.

| Group
Characteristics {n=206) (n=213) P
Age, mean {SD), y 1 51.3 (11.9) 53.8(108) .03
Body mass index, mean (SD), kg/m® 28.5(4.8) 28.2(4.4) 39
Women, No. (%) 102 (49.5) 124(58.2) 07
Receiving orsl contraceptives, No. (%)* 14(13.7) 10(8.1) A7
Receiving hormonel substinution, No. (%)* 19 (18.6) 19 (15.3) 51
Previous antihyperiensive treatment, No. (%)t 134 (65.0) 139 (65.3) 85
* Diuretics, No. {%)* 47(35.1) 59 {42.4) 26
- B-Blockers, No. (%)* : 65 (48.5) 80 (57.8) A7
* Calcium channet blockers, No.| (%)* 45 (33.6) 38 (27.9) a2
~Angiotensin-converting enzyme inhibitors, No. (%)* 50 (37.3) 48{34.5) 72
* Multiple-grug treatment, No. (%)* 62 (46.3) 65 (46.8) 97
Smokers, No. (%) 42 (205) 35{16.4) 29
Alcohot use, No. (%) j 115 (55.9} 102 (47.9) .10
Serum creatinine, mean (SD), prholiLt 85.75 (15.91) 88.4 {16.80) 25
Serum Wil cholesier, meen mmolL 600010y G {aE) 3z

congidering only women receiving antihypertensive drug treatment betore

tDefined as antihypentensive fraatment within 6 months before the screening visit.
$Divide creatinine by B8.4 and cholestero! by 0.02686 to convert milligrams per deciliter.

Figure 7.2 Baseline characteristics of patients in blood pressure
measurement study. JAMA, 1997, 278, 1065-71.
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Q. 7.4 Is there astatistically significant difference in the two groups in, (@)
mean age; (b) mean bmi; and (c) % of smokers?

The next example (Figure 7.3) is from a study of the merits of three different
prescribing strategies for sore throat. Group 1 were givena prescription for
antibiotics for 10 days. Group 2 were not given a prescription. Group 3 were
given a prescription for antibiotics if symptoms were not starting to settle down
after 3 days. Apart from the clinical aspects of the study, patients were also
given a questionnaire and asked to score, “very”, "moderately”, "slightly”, or "not
at all”, to a number of questions. The differences between the groups in the
percentage scoring ("very” or "moderately”) as compared to (“slightly” or "not at

all*) to the various questions, were tested using the chi-squared test (x?) and
the results are shown in Figure 7.3.

96% in Group 1
answered “very" or
“moderately” to
consultation question,

.. 90% in Group 2
answered "very"” or
“moderately” to
consultation question, ....

..and 93% in Group 3
answered “very" or
"moderately” to
consultation question ....

Table 4 Satisfaction, belief, and \ntention of patients consyiting doctor for sorg’throat. but these
Vaiues are numbers (percentages) scoring “very™ or “moderate” on Likert scale differences are not

statistically
significant, since the
p-value for the x°

Group 3
Group Group 2 (no / (antibiotic offer
{ ) antibietics) deiayed) et P vaius
Satisfaction with consultation 202211 {86) 166/184 {90) 165/177 {83) 47 0.08

Family o tnendst 75710 (36) 6183 (38)
*importance of seeing doctor to be able 10 take time off work or school.
timportance of seeing doctor to be able to explam iliness to famiy, triends. or acquaintances.

Doctor dealt with worries W11 (@5) 165184 (90) 16477 (@) 45 04 test is not less than
Likety to see doctor if sore 148/187 (79)  BI162(54) B2 (5 2 0.001 0.05. All three
Mhroat recurs e groups were equally
Antibiotics are efactive 1817207 87) 9573 (85)  9ane5 (60) S5 0.001 o

Cegiiongion of finess satisfied.

Work or school” 1287208 (61) 117784 (64) 96177 (54 356 017

67176 (38) 027 09

Figure 7.3 Comparison of patient satisfaction, beliefs and intentions, in

three different prescribing strategies for sore throat. BMJ,
1997, 314.

The figure shows, for example, that the sample percentages answering (“very” or
“moderately”) to the question, "Were you satisfied with your consultation?” is
96% in Group 1, 90% in Group 2, and 93% in Group 3. The null hypothesis is that
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these %s are equal, and ah‘hl‘ough the percentages do seem very similar, we would
need the chi-squared test to confirm that the observed differences are
statistically significant.

For the question, “Were you satisfied with your consultant”, the p-value for the
chi-squared test is given in ihe table as 0.09, which is not less than 0.05, so
does not offer sufficiently strong evidence to enable us to reject the null
hypothesis. There appears to be an equal degree of satisfaction with the

consultation in all three gr'ouflps.

Note that the p-value of 0.d9 implies that we can be 91% certain (1.00 minus
0.09 = 0.91, or 91%) that there is a difference between the percentages in each
group who are satisfied witﬂ their consultation. However, since we have set a
benchmark p-value of 0.05 (which 0.09 exceeds) we cannot conclude that these
differences are statistically significant. They may be due to chance alone.

Q. 7.5 What do the p-valués in Figure 7.3 indicate about the differences in the
percentages of patients across the three groups who: (a) believed that the
doctor dealt with their worr‘%ies,' (b) would be likely to see the doctor again if
sore throat re-occurs; (c) believed antibiotics to be effective; (d) felt that
their illness had been legitimised either at work or school and/or among family
and friends?

In the following study we see a different and unwelcome way of expressing p-
values. Figure 7.4 is froma %s’rudy comparing a community-based (in Sparkbrook),
and a hospital-based (in Smc}ll Heath), service for patients suffering acute
severe psychiatric iliness in Birmingham. The two groups were independent.
Included in the measur‘emenﬁs was the level of distress experienced by the
patients’ relatives, as indicated by their score on the Social Behaviour
Assessment Schedule (SBAﬁ) which produces ordinal data.

The authors provide the results of measures on two components of the SBAS,
distress due to the objec‘rivie burden (caring for the patient), and that due to
social performance (of the ﬁa‘l’ienf). They wished to compare the median SBAS
scores for the relatives of patients in Sparkbrook with those in Small Heath.
These two groups are independent, but since this data is ordinal the authors
could not use the two-sample t test to compare means (which can only be used
with metric data), but instead used the Mann-Whitney test (suited for
comparing the medians of ordinal data from two independent groups). (See

Table 7. Tbetow?: -
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In this group,

Means and s.d.s . .. in this group
. . median initial LT
are inappropriate - median initial
objective burden -
summary distress equals objective .the
measures for o1l burden distress differencein
ordinal data. R equals 0.29, .. median distress

is0.18 ..

-aBLE th—Relatives ’dis rated on social behaviour as

arkbrook adjusted mall Heath nd)\med
score score

Sparkbr
Me‘ (SD) Medun Mean (SD) Medn’é

distress fluc to vbjective burden: :
Initial 0-24 (029 O ll 0-36(0-30) O 29

1 Mo 0-17(0-21) ~0-11 026(030) 018
1 Year 0-12(0-18) 0-03 0-18(0-29) o (0-09 10 0-2))
Jistress due to sucial pcrforxmnce ’
Initial | 0-32(041) 017 040 (0-41) 0:23 (0-09 t0 0-36) «1-03
I Mon 0-16(031) 0 0-26 (0-38) 0-08 (0-01 10 0-17) ~1-96**
1 Yeur 0-12(0-23) 0 0-16(0-3) 0-12 (0-06 10 0-18) ~0-67

'p\O'l,%‘p‘\'O'Ol. /

The 95% CI for the difference
in median distress is (0.1 to
0.26), so the difference is
statistically significant (the
minus sign is a typo).

... confirmed by a p-
value for the Mann-
Whitney test less
than 0.05 (see Table
footnote).

Figure 7.4 Distress scores in two groups of patients with acute mental
iliness. BMJ, 317, 1998.

Notice particularly that instead of giving the actual p-values in the table, the
authors have chosen to provide the value of the z statistic for each drug, along
with a varying number of asterisks, depending on whether the corresponding p-
value is less than 0.1 or 0.001. This is not good practice, the individual p-values
are more informative and should be given.

Incidentally having provided confidence intervals there was no need to also give
p-values. The authors have also calculated the means and s.d.s for this ordinal
data which is inappropriate (see UNITS 1, 3 and 4 for a discussion on data types
and appropriate summary measures). The only two significant difference in

" The z statistic derives from the Normal distribution and can be used with the Mann-Whitney test
provided both groups are at least 10 in number. As a rule of thumb, z has to be larger than [2] to be
significant.
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distress are for initial obje tive burden, and social performance at 1 month, with
both p-values less than 0.05 (in fact less than 0.01). The identification of
objective burden at one month as significant (*) with a p-value less than 0.1 is
not common practice.

There are dozens, perhaps lﬁundreds, of statistical tests which at some time
may be used by clinical researchers. Some of the most common are listed in
Table 7.1. As you will see the choice of an appropriate test depends not only on
data type and distributional shape but also on whether the groups are
independent or matched (also known as paired).

Independent versus matched groups

Suppose, as part of an occupational health study, you wanted to compare the
systolic blood pressures of male and female police officers employed in a
particular police force. You could take a random sample from a list of female
officers and a random sample from a list of male officers and measure the
systolic blood pressure of each individual officer in each group. These two
sample groups would be independent since the selection of female officers is not
dependent on or influenced by the selection of male officers (and vice versa).
The two selection processeé are separate exercises, and could in fact be done
by two different statisticians with no connection or reference to each other.
The two groups don't even have to be the same size, although of course we would
want them both to be large knough to ensure a reasonable representation of
their respective populations,

On the other hand, suppose iwe suspect that the sample of female officers is
going to be on the small side (and possibly not therefore completely
representative). We might then want to make sure that the two groups of
officers are similar in some critical ways, i.e. they have the same body mass
index, the same age, the same years on the force, the same rank, etc. To
achieve this we could, for e%ch individual female of ficer selected, find a male
officer of the same age, same body mass index, same length of service, rank,
etc., and then measure their systolic blood pressures. These two groups are
then said to be individually matched or paired. They necessarily have to be of
the same size.

One common manifestation of matched groups is in before and after studies,
where some characteristic of an individual is measure before and after some
intervention. We thus have two groups of measurements, before and after.
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These are of course necessarily matched because the same individual is
measured twice.

Q. 7.6 With the help of Table 7.1 decide which is the most appropriate
hypothesis test to determine: (a) in Figure 7.2, whether the %s receiving each
of the five types of previous anti-hypertensive treatment is the same in both
groups. (b) In Figure 7.2, whether the average level of serum creatinine is the
same in both groups. (c) In Figure 7.2, whether the % of smokers is the same in
both groups. (d) In Figure 7.1, whether the mean bone mineral density is the
same in both groups at each site (the authors describe the groups as
“individually matched"). State any assumptions needed in each case.

the two-sample t test: [ most often used to test for difference in means of two

‘ndepernident groups - both sets of data must be metric and Normally distribyted.
‘the matched-pairs t test:| most often usedto test for difference in means of

Two mafched groups - data must be metric and differences between group
scores Normally distributed

the Mann-Whitney testi most often used to test difference in medians of two
independent groups - data can be either ordinal or metric with any shape
distribution

the Wilcoxon test: most often used to test difference in medians of two

matched groups - data can be either ordinal or metric with any shape
distribution

the chi-squared test:]most often used to measure differences in proportions
(or %s) for independent groups across categories - data can be either nominal,
ordinal, discreet metric (with only a few possible values), or grouped metric
continuous (with only a few groupsy

the McNemar test: most often used to measure the difference in proportions

(or %s) of two matched groups across two categories - data can be nominal or
ordinal

Table 7.1 Some of the more common hypothesis test and their uses

" When sample sizes are small, the chi-squared test may not be entirely appropriate. In a two-group
two-category case Fisher's test may be used instead. The same data conditions apply.



Q. 7.1 (a) Does ginkgo bi

(b) Ho: ginkgo biloba does
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Jnit 7 Hypothesis testing

Solutions to questions

}Ioba improve cognitive functioning in elderly subjects?

r{ot improve cognitive functioning in the elderly

H:: ginkgo biloba does improve cognitive functioning in the elderly

Note: Hp and H; conventional
respectively.

Q.72
reject - since 0.50 > 0.05; (ii
0.01: (i) do not reject - since

reject - since 0.009 <0.01. |

Bear in mind that an improve
statistically significant, may
intervention. Just because s
also clinically significant.
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(d) For both of the outcomes - legitimisation of illness at work or school and
with family or friends - there is no statistically significant difference in the %s
across the three treatment groups (0.17 and 0.90 both > 0.05).

Note that although the chi-squared test may indicate that the three %s are not
all equal, it does not by itself identify which are different. Inspection of the
contingency table will usually suggest a candidate.

Q. 7.6 (a) The chi-squared test. Type of treatment is nominal (- order is
arbitrary). The two groups are independent (they were randomised). We want
to compare %s in each of the five categories between two or more groups.

(b) The two-sample t test. Serum creatinine is metric. The two groups are
independent. We don't know whether both variables are Normally distributed
but both sample sizes are quite large, and the t test is quite resilient against
departures from Normality, particularly with large samples. Finally we want to
compare means. Note that if we were unconvinced by the Normality argument,
we might prefer the Mann-Whitney test - but this only compares medians.

(c) The chi-square test. Same arguments as in (a).

(d) The matched-pairs t test. Bone mineral density is metric. The groups are
matched. We don't know whether the differences between the group
measurements is Normal but total sample size is quite large, and the t test is
quite resilient against departures from Normality, particularly with large
samples. Finally we want to compare means. Note that if we were unconvinced
by the Normality argument, we might prefer the Wilcoxon test - but this only
compares medians.



